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ABSTRACT

This research proposes an ontological model for sdves®d human activity
recognition (HAR). Ontology is one of the most effective models for knowledge
representation, reasoning and reusesrethough they are widely used, ontologies as
flat text files ae not efficient enough for query processing over large knowledge bases
as compared to relational databases. Handling uncertainty is another ongoing and
challenging research topic in ontologi@rea. Previous researches address these
problems independentland not both simultaneously. A model for storing ontologies
in relational dat abases is proposed in th
semantic material with accompanying probabilisalues. Subsequently, SQL
functions and triggers for keeping pabilistic database constraints are defined, in
which it later performs probabilistic reasoning to answer queries. To assess these
approaches, a European Uni onhatrpmsdesadataa h dat a:
from the body and environment sensors withdhm of identifying higHevel activities
is utilized. Firstly, signal processing methods is proposed to convert raw signals from

different types of sensors into probabilistic informatiorowtblowl e v e | Ssubj ect s
activities and location, in which inforation was stored as probabilistic semantic
triples in a relational database. Secondly

location, lowlevel activities and highevel activities aredetermined from labelled
instances and can be developed or ddiethe user according to his own background
knowledge. Coarsgrained activities are obtained from a reasoning process that uses
fine-grained instances and assertion axioms that are bdbalglistic in nature. The
results of the first stage consistimg the most probable candidates of Hmvel
activities are compared with a real challenge participant, organized by developers of
the dataset. The proposed method obtained very close rigstdisns of accuracy
while it is more optimal in terms of the miber of features and required time. In the
knowledge driven stage, in addition to semantic advances of the proposed model, the
results indicate improvement in terms of accuracy and signifigariormance in
terms of time. The qualitative assessment optisposed model reveals its advantages
against existing models. The results provided support for the hypotheses that
utilization of probabilistic ontological modelling and relational datalmaseagement
systems in a HAR system can improve the performamce efficiency of the
knowledgebased system. Unlike most efforts on se#imsed HAR which focus on
reattime systems, this research has yielded many contributions: scalability; processing
ove a considerable amount of sensor data in a reasonable tineéictzdn different
applications including employee monitoring, ungarole criminal monitoring; and
medical or praxeological studies on people behavior.

Vi



ABSTRAK

Kajian ini mencadangkanati model ontologi untuk digunapakai dalam
pengenalpastian aktiviti manusia (Human Activity RecognitiR) yang berasaskan
sistem deria manusia. Ontologi adalah satu model yang paling efektif dalam perwakilan
pengetahuan, taakulan dan penggunaan seiMakupun digunakan secara berleluasa,
pengginaan ontologi sebagai fail teks rata (flat text file) adalah tidak efisien untuk
pemprosesan pertanyaan ke atas pangkalan pengetahuan yang besar berbanding
pangkalan data hubungan. Satu lagi cabaran dalam bikigen ontologi adalah
menangani ketidakpaan, di mana kajiatkajian lepas menangani masatalsalah ini
secara berasingan dan bukan keduanya secara serentak dalam masa yang sama. Satu
model untuk menyimpan ontologi dalam pangkalan data hubungasadglean dalam
bentuk jadual yang mengandungahanbahan ontologi semantik dengan nifalai
kebarangkalian dan seterusnya mendefinisi dan mencetuskan SQL untuk menyimpan
kekangan pangkalan data probalistik, disusuli dengan menjalankan pemikiran
kebarangklian untuk menjawab pertanyaan. Untuk rnferikaedakkaedah ini, dataset
AOPPORTUNI TY0O dari Kesatuan Eropah telah dig
data daripada pengesan badan dan persekitaran yang bertujuan untuk mengenal pasti
aktiviti-aktiviti tahg tinggi. Pertama sekali, kaedah pemprosessyarat telah
dicadangkan untuk menukar isyarat mentah daripada pengesgasan yang berbeza
kepada maklumat kebarangkalian tentang aktiviti dan lokasi ssbjgkk pada tahap
rendah. Maklumat telah disimpasebagai triplet semantik kebarangkalian adal
pangkalan data hubungan. Keduanya, implikasi kebarangkalian di antara lokasi subjek,
aktiviti-aktiviti bertahap tinggi dan rendah adalah ditentukan berdasarkan contoh data
yang berlabel dan boleh dibangunkan dadit oleh pengguna berdasarkan latéakzng
pengetahuannya. Aktiviaktiviti butiran kasar diperolehi daripada proses penalaran yang
menggunakan tika yang dihalusi dan aksiom penerapan yang manadkedya
berbentuk probabilistik. Hasil kajian pathhap pertama adalah tentang calalonyang
paling berkemungkinan untuk aktivaktiviti tahap rendah, berbanding dengan cabaran
peserta yang diberikan oleh pembangun set data. Kaedah yang dicadangkan boleh
memberikan hasil yang hampir sama dari &e¢gpatan dan optimum dari segi bilangan
ciri-ciri dan masa yang diperlukan. Pada tahap berdasarkan pengetahuan, di samping
kemajuarkemajuan semantik pada model yang dicadangkan, hasil kajian menunjukkan
penambahbaikan dari segi ketepatan dan prestagsyagmifikan dari segi masa. Penilaian
kualitatif model yang dicadangkan menunjukkan kelebihannya berbanding model yang
ada. Hasil kajian ini juga menyokong hipotesis bahawa penggunaan model ontologi
probabilistik dan sistem pengurusan pangkalan data lgaloudalam sistem HAR dapat
meningkatkan pigasi dan kecekapan sistem berasaskan pengetahidak. seperti
kebanyakan usaha ke atas HAR berasaskan pengesan yang memfokus ke atas sistem
sistem masa nyata, kajian ini telah memberikan beberapa sumbangdeh&gelberskala
dan memproses data pengedalam jumlah yang besar di mana ianya sangat bermanfaat
dalam pelbagai aplikasi seperti pemantauan pekerja, pemantauan banduan dalam tahanan
dan juga dalam bidang kajian perubatan serta kajian praksiologi kgetdgat manusia.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Human activity recaynition has various applications such as employee
monitoring to improve productivity, senior and elderly monitoring for safety and
improving the quality of life, smart homes, and gaming. A possible approach to HAR
is sensor based: attaching wireleesass s t o subjectsd cl othes |
and/or to the objects of interest that the subject interacts with (environmental sensors).
Sensorsodo failure, wireless commutati on er
recognition methods are causes of incapion of data driven recognition systems to
produce certain results (Riboni and Bettini, 2011a). There are two approaches; first is
the datadriven approach, which is to process the signals and to classify them using
machine learning techniques. Secokipwledgedriven approaches that develop a
knowledge base on human activities (Lara and Labrador, 2013). There are some
researches that show probabilistapproach is applicable fohuman activity
recognition (Helaoui, Riboni, and Stuckenschmidt, 2018ukdu et al, 2015).Rather
than HAR techniques and methods, this research involves other areas of research
including ontologyas a structure for knowledge basessoning about uncertainty,

probabilistic ontology, storing ontologies in databases anohpicstic databases.

For the first time, ontology term was usedtlre computing area by Gruber
(1993); according to his definitiomAn ontology is a description (like a formal
specification of a program) of the concepts and relationships that caroeasafjent

or a community of agen{§&ruber 1995)

The most usual way for representing ontologies is the deployment of
knowledge representation languages; OWntology Web Languageis an
RDF/XML (Resource Description Framewoikxtensible Markugd.anguagég based



language to represent regular ontologies in flat text files, endorsed by W3C and
capable of interpretation by computers as well as human (Hitzler et al., 2009). They

went under the spotlight afteribg one of the pillars othe semantic wb.

While the accuracy is importanin HAR systems scalability, ability to do
processing of big data in a reasonable timegnotherimportant challengen this
researchWhile in some applications such as elderly monitoring and gaming, the
process mudte real tine, in others such as employee monitoring, on parole criminals
monitoring and medical or praxeological studies on people behaviour, batch
processing is an option. In such cases, a big amount of data must be processed in a
reasonable time. In ath words,managingCPU time usagé an efficient waydoes
matter regardless of accuracthe system fails if it is not ready for being scalable to

perform on big data

Relational (Cod¢1970) Database Management SystemBBMS) with SQL
language (Chamiokn and Bo/ce, 1974) for querying are available to use with lots of
efforts and investments behind them that dominates them in terms of performance and
security. Besideprocessing of OWIflat text files, another approach is transforming
an ontology to aelationaldatabase which is the process aimed to store data, instances,
and the structure of an ontology in a database managed by a DBdigairing
ontologies that are in OWL text filespmmercial database management systams
more efficient especiallfor big data, more secure, easy to share and easy to interact

with applications (Astrova, Korda and Kalja, 2007).

Human knowledge is limited@hereforesometimes, information is incomplete
or contradictory.This happens under certain circumstanedsen the data ae the
result of unproven theories and it is impossible tadmerfect experimerdr data is
made by an nreliable sourcefor example a faulty senso¥When an ontologys
developedusing such information, the information would be obviously inconsistent;
andinconsistency is unsustainable in any kind of knowledge. In short, rather than how
peopledeal with deterministic data, a different appro&zlincertaininformationis
neededHaase, and Vdlker, 2008).



This research aims to develop antologcal fully probabilisticknowledge
model forsensor baseHAR domain and utilizes the commercial higarformance
Relational Database Management Syst§RBPBMS) for storage and reasoning
engire. Raw electrical signaleeceived from sensaravailable inthe choserdataset,
arereplaced withow-level probabilisticactivity information for example sitting or
taking a cup with left handAt the next steppbtained information aréormed in a
probabilistic ontology, the assertion axiomsare extracted,and the reasonerof the
ontologyareable to discover the higlevel activities for example cleaning or resting
Themodel is implemented iascalablevay, which means itanbe applied fobatch

processing of big data

1.2  Problem Background

Human activity recognition, whit various applications such as employee
monitoring to improve productivity, senior and elderly monitoring for safety and
improving quality of life, smart homeand gaming, is a hot and challenging topic in
artificial intelligence. One of the widely usedpaoaches for human activity
recognition is to deploy a video camera and then process the captured images to
recognizewhatactivity the target person is perfoing. However, using this method
is not the best solution in all cases. Due to privacy issiges) ¥ilming is not possible
in some places and another problem is pervasiveness, which is the difficulty of
extracting activity at the desired level of detaith recorded video. Finally, storage
and processing of the acquired data is costly. This proidanore significant when

the data are massive due to long recording time or a large number of subjects

Another solution is ensor basettumanactivity recogrtion: to attach some
sensors to body of the person or environmental objects to recognizde/patson is
performing in a specific timdt is a useful area of research ahere are several
researches oit. There are two approach&s human activity ecognition through
sensorsDatadriven approach, which is to process the signals and to gldlsiin
using machine learning techniques. Although this approach is adequate for recognition

of primary movements, it is not applicable for recognizing complegh-level



activities, which requires some background knowledge and reasoning. In this case,
knowledgedriven approaches that develop knowledge bases on human activities are

more effective This research lays on battwo approaches:

First, datadrivenmethods for converting sensor signals to-lewel activities
and locations. In HAR area, therae several proposed methods for sensor
arrangement, signal processing for feature computation, feature selection and classifier
selection Almost all of them ee focused on the higher recognition rate only because
they supposed the method to be used aktrme recognition, therefore, it is fast
enough if the feature computation time plus testing time is less than the activity time.
On the other hand, for batgrocessing of big data the processing time, including
training time, should be as short as [lesand the volume of stored data should be
minimal. In addition, as the input data of the second part of the research, the first part
must predict lowlevel activities and IPSIGdoorPositioningSystemn) locations in form
of probabilistic data, that norué the former researches did that.

Second, knowledge driven methods to develop an ontological model which is
able to convert lowevel activities andndoorlocations to higHevel activities; such
an ontology discovers logical relationships between iietsvand does reasoning
about instance€henandNugent(2009) andRiboni and Bettin{2011c) were the first
researchers who proposediategrated framewdrfor activity recognition based on a
conceptual essencdn those researches and several rebearafter them, only the
reasoning rulesassertion axiomsare probabilistic but the whole methodcluding
input datajs not fully probabilistic. In conést, the proposed method in this research
input instances, lovevel activities and locations, ar@so probabilistic.Using
uncertain input data, the system is more likely to have higher accuracy particularly

when sensors afaulty, or data is noisy.

To represent knowledge bases general and ontologies, knowledge
representation languages are deped: Resource Description Framework (RDF),
Web Ontology Language (OWL) and finally OWL2 (McGuinness and Van Harmelen,
2004). All of these languages are latftext files; in one hand, thegre capable of

interpretation by computers as well as humargristher hand, storing flat text files



are not the best option for storage of big data in ternisefperformance. There are
Knowledge Management Systems (&Mhat store OWL ontologies, one wkfilown
product is Protégé (Knublauch et al., 2004). Althotlggy are very popular in the

academic community, they are far from commercial products in terms of performance.

Commercial relational database managemertesys arehigh-performance
well-establishedsystem software. The problem is thane designed forstorage of
datg in the form of tabular dataand not knowledgein the form of ontology
(Vysniauskas, Nemuraite and Sukg910) and supposed to manage deterministic
data without any kind of uncertainty. Managing the probabilistic knowledge is a useful
topic in artificial intelligence and data engineering dontsgnause it enables them to
accept uncertain informatiodNowadays, wihe it is a real need in many domains of
research, there are several challenges that slow down the advancement of the

probabilstic knowledge management systems.

Ontologies and relational databases can be used to represent the same thing
propositiors. Indeed, highly efficient relational database management systems can be
utilized for stomg and manaigg ontologies which are ia different structure. There
are some researches storing OWL ontologies in relational databases (Vysniauskas
and Nemuraite, 2@) Xu, Zhangand Dong, 2006; Astrovet al, 2007),however,no
effort to integratethese two ontologies and relational datsdes,and answer the
guestions of the developers whose practical approateefocused exclusivelgn
relational databases or ofdgies (MartinezCruz, Blanco and Vila2012) Unlike
deterministic ontologiethatthere arefew researchems storing thermin RDBMSes

there is no literature about storing probabilistic ontologies in relational databases.

Probabilistic databases were first introdubgdCavallo and Pittarelli (1987)
but because gdrivationof efficientquery processinglgorithms only after2005 they
become an attractive research area; when other researchsackaas semantic web,
needed probabilistic databases. Query processmgis still the main challenge of
this area. To answer a quetlye system needs to calculate all possibleldsorelaed
to that query which for some queries itis in #P complexity class. In other words, before

starting the query processinpe system must determiné it is able to answer the



query or not (Suciu et al., 201There aresomeimplementations oProbabilstic-
Relational Database Management Systems-[BRIS), however, they are ithe
research stagand unlike RDBMSes,none of them is releasddr commercial use
with high performance for big data. Although this research is not going to usetcurren
PR-DBMSes, ideas behind them are beneficial in storing probabilistic ontologies in
relational databases.

There are some efforts to @qui the probatltistic information in OWL
ontologies including desigmg a framework and structure for them and devilga
logical and reasoning tool for these ontologies-®RL (Da Costa, Laskey and
Laskey, 2008) is an effort to develagprobabilistic version of OWIlwhich is based
on MEBN (Multiple Entity BayesianNetwork9 (Laskey, 2008)AiUnBBaye® is a
framework fordocumenting, maintaining and evolving the probabilistic ontologies
(Carvalhoet al, 2014). PROWL wasan effort to fill the gap between probabilcsti
information and OWL ontologybut in that stage,it was not successfib be fully
compatible with OWLand thereforeit is not an endorsed standard’he current
research is also interested on probabilistic ontologiks ontology is set of
probabilistt triples representing instances and assertion axsponed in a database
and a description languagekdiOWL, is not a necessary part of the model

To the best of our knowledge, thesearchs the first ontologal sensotbased
activity recognition work with probabilistic observatiodurrentapproach leads to
more accurate results in higevel activiy prediction Plus, theproposedsystemis
more capable thandle uncertaty includingnoisy data and incomplete ambiguous

information

1.3 Problem Statement

Managing the probabilistic knowledge is an interesting topic in artificial
intelligence and data enggering area. This studyconductedo answer the following

guestion:



How can probabilistic knowledge bases with ontologysture, kept in a
relational database management systesad for human activity recognition be better
than regular datdriven and knowledgedriven activity recognition methods in terms

of time performance for batch processing of big 8ata

To answer thigjuestion usinghe Opportunitydataset, the answerthese sub
guestionsneed to be found

1- How the electronic signals recedd from the bodyenvironmentahnd

IPSsensorgan be convertetb probabilistic triple®

2- How to represent model for Human Activity Recognitiom form of
a fully probabilistic ontologyfor detecing high level activities which canextract

axiomsand do reasoning

3- How to develop a method fdransforning the probabilistic ontology
into arelational databasthat improves the time performandleat wouldperform on
big dat&

1.4 ResearchGoal and Objectives

This research goal is tpropose aneffective a probabilistic ontological
structure in sensdvased human activity recognition domatored in a relationalata
base management systesuitablefor big data

To supportthis goalthe following objectives are aimed:

1- To represent datdriven sensa based human activity recognition
methods to find lowevel activities and subje@t$éocdion in the room in form of
probabilistic dataTime and storagefficiency are importantand the accuracy of

predictions must be high



2- To developa fully probablistic ontology model to storthe low-level
activity information and then extract and/ose manually enteredaxiomsand do

reasoning about them predicthigh leveldaily activities during thectivity time.

3- To represent a method to transfdiradeelopedontology irtoan SQL
based Relational database that utilizes its commercial dngtieperformance for
storage and reasoning engiméhich could make the system capable of dealing with

big data.

1.5 ResearchScope

The following aspects are the scopelef research for slight objectives.

A The intended ontology is set of probabilistic triplespresenting
instances andssertion axiom$everthelesghey are easily convertible to OWL code

and vice versa.

A This research will use relational model frémgh level perspective; it
will not enter low level storage topics. The design will be according to relational

algebra and standard SQL for regular, deterministic, database management systems.

A This research is focusemh converting sensor signals to pabbistic
information and design a model fddAR from them Concepts such gsroducing
human activitydata sets and details about, such as sensor choosing, wireless
communicationand proper method of labeling the activita® not in the scope of

thisresearch



1.6  Significance of Research

This study will introduce an ontological probabilistic approach for a human
activity recognition knowledge base stored in a relational database management
system. There are some efforts on flat text OWL probabilisticlogies, and some
researches on storing ngmobabilistic ontologies on relational databases, plus some
studies on probabilistic database management systems. Nevertheless, combining all
together and developing a model for probabilistic ontologies stomedhigh

performance fational database management systems is an innovative approach.

Besides, this research proposes new signal processing and feature extraction
method for human activity recognition via body and environment sensors. &his p
in harmoty with the whole res@ch, putsscalability, saving time and storage

priority to be suitable for batch processing of big data.

1.7  Expected Contributions of Study

The expected contributions of this research are:

A A set oftime and storagefficient datadriven method for converting

sensor signals to probabilistic information, suitable for batch processing déta.

A A structuralmodelfor an ontological probabilistic knowledge base in
human activity recognitio(HAR) domain equipped with a reasoner.

A A method for transforming probabilistic ontologies in relational
databases anithcluding theimplementation of the reasimigy enginewith database

management system facilitigsr above mentioned purposes



1.8 Thesis Organization

There ardive chapters in théhesis, whib are as follows:

Chapter 1, Introduction: The current chapter is a comprehensive introduction
to the proposed research and the formal declarations about it including the problem
background, problem statement, objectives of the study, ressaoph, sigriicance

of the study and the expected contributions.

Chapter 2, Literature Reviewlhis chapter representm overview of(1).
Uncertain data, reasoning about uncertainties, and probabilistic ontologies. (2).
Relational databases, Probabitistielational databases and storing ontologies in
databases(3). Sensoibased datariven human activity recognition including signal
processing and feature extraction and classification meth)d&r{owledgedriven

human activity recognition includingntology mod#ing of human activities.

Chapter 3, Research Methodologythis chapter the methodology applied in
this research aiming to solve the research problem, including the research framework
and the research components and phdsesmaterial pplied to thecurrent research,
applied dataset, data ppeocessing, and evaluation methods for results will be

discussed in this chapter

Chapterd, Probabilisticontology basetHAR. This chapter contair@opose
several methods for feature computatiomake probkilistic predictions of lowlevel
activities and locationsfrom sensors readingsThird subchapter presents a
probabilistic ontology model for HAR and then discuss how tmansform the

probabilisticontology in arelationaldatabase.

Chapter5 presents the obtained Results, and Chaptesa Discussion on
them; presenting the Conclusions of the research, outlines the contributions of the

work and recommends for possible future works.
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CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

Human activity recogtion system is an automatic system that can monitor a
human subject and tells what he/she is doing. In other words, idARgroup of
met hods t hat r ec oaaparticaelar tinethe Ftidtiedtlatfllta ct i on s
two categories: iRe-grainedactivities including primary movementsnd locations
usually are performed in short period of time, few seconds of less. Cutting butter with
knife is an example of this categohy.contrast, oarsegrained activitiesare activities
formed from a numberfofine-grained activities for example the time of eating

breakfast Their performance time is usualyng.

Sensoibased human activity recognition (HAR), with various applications, is
a hot and challengg topic in artificial intelligenceand there arseveral published
researchesn this topic There are two approachesgensor baseduman activity
recognition. First is the datdriven approach, which is to process the signals and to
classify them using machine learning techniques and is adequatedgniteon of
fine-grained activities. Second is the knowledlyeyen approach, whicis applicable
for recognizing complex, higlevel activities; it requires some background knowledge
and does reasoning to discover the cograged activities. For botlof these
approabes thecorrectnessand accuracyof the predictiondgs usually the ifst and
objective ofthe HAR systems; however, the processing time is also imporfant
batchprocessing, not redgime processingthe amount of data may be increases,

therefore, the system should $alable.

Gruber (1993) used the ontology ternthie computing arefor the first time,
as a hierarchical and conceptual model for the representation of knowledge bases.

Thereafter ontologies have been accepted and usedifferent applications by

11



computer science and knowledge engineering commueifous tools are presented
including ontology languagesentology editor an@ntologyreasoner software.

Human knowledge is limited. Therefore, sometimes, informatiorc@nplete
or in opposition It usually happens whehe data are the result of unpen theories
or it is impossible to do experiment, or they are collected from untrusted sources
(Halpern 2017) When an ontologis developedising such information, thentology
would be obviously inconsistent. In such a situation, there are two stéstégist,
identifying inconsistencies and letting the system to eliminate some part of ontology
aiming to make it consistenisually means take only the most probable.@@early,
this strategy omits some useful information from an ontol8ggond arotherstrategy
is keepingadapting uncertainlatg usually can be called probabilistic, data in the
ontology. For realizing this strategy, there are some efforts for demgloa
probabilistic ontology, but they are still far from an ideal model for kndgde
Besides uncertainty, the storage and query processi@@roblens for scalable
ontologies that are goirtg betoo time and storage consumifag big data. Relational
database management systemsD@MS) or probabilistierelational DBMSes are
highly efficient for big data but they hatkeir own problems in working as storage
for knowledgebasedecause they are not designed for this purpose

2.2 Data-Driven M ethods for HAR

Whil e some types o flocasian frasnoRFI® Radiba t a suc
FrequencyiDentification), can be directly wused in knowl
signals must be processleyl datadriven methodsThere are different approlaes for
adding analog sesorsto the ambianceOne approach is installirsgnsor® n s ubj ect s 6
body andenvironmental objectscurrent research applies this approaghother
approach ishe deployment cdmartphonedor activity recognition. Smaghones are
programmable compeis that already have various kind of sensors. They are cheap;
indeed, everybody has one. On the other hand, relying on one sensor system installed
on one part of body is less accrue. When the phone is in loose positiosfgpiexn

user 6 s h aatgocletunlike semsors that attached to body or cloths tightly

12



it become worse especially fo6YRO (Gyroscopelensors. Users personal habits in
keeping their phones prevent generalization and trainingslatededor each user
Nonethelesgheyare limited to few sensors, all of them integrated ame point only
(Chen and Shen, 20 7or this researchthe first one installing sensors not smart
phonejs more favorable; even though it is more expens$iaeing £nsors in different
parts whik they are attachadyhtly, produces more informatiorhichis needed for

processing and obtaining more accurate results.

2.2.1 Feature Extraction

Some HAR systems apply simple statistical measures on sensor reading values
in a paticular interval; such as meamlue,standard deviatigrnvariance, maximum

and minimum valu¢Chavarriagat al, 2013)

Some other researchespplied more complicated methods for feature
computation Fouriertransform(Bao and Intille 2004 Altun, Barshan and Tuncel,
2010) discretecosine transform(He and Jin 2009) and autoregressive modelling
(Khan et al, 2010) of acceleration signals ar@ready used as features, pattern
recognition(Aminian and Najafi2004)and feature computation algorithif\éarkey,
Pompili and Walls, 2002have beerused in this context. Howevewhile simple
statistical measure has low accuratgse methods ateo slowto be used for batch
processing of big data. For example, Fourier Transform is in O(n2) and Fast Fourier
Transform isn O(n.log(n)). Inproposed methodsf this researchcomputation speed

is one ofthe main concema

In some cases, the higher a@yris the only goal of researchers. For example,
Yanget al.(2015)used deep learning techniqueatspent about 1 hour for training
and 8 ninutes for testingf a dataset that contai®® minutes of training and 35
minutes of testing datalhesekinds of techniques are not applicable for batch
processing of big datavhen hundreds of hours of recording must be processed,
because the procesgitime will too long

13



This research applieavd outstandingandhighly cited methoden thesame
daasetthat has been used in the current resed@pportunity datasetGhayvatet
al. (2015)proposed a method f&CCEL (acceleromet@isensorsTheycalculated 24
features for each sens@idtun et al.(2010)appliedIMUs (Inertial Measurementnit)
which includean accelerometerGYRO and magnetic sensorEhey calculated 24
features per sensand thenused PCA(Principal component analy$iand reduce
1428total features to 30 but at the cost of losing sormedasureThe details of these
methodsare elaborated in Section 5.2ALsubset of th@®pportunity dataset has been
used for a challenge competitioGompetitors are judged based on the labedy th
obtained and there was no obligation to disclose the method they applied to obtain the
labels vhich mean that some stages even might have been done manually. There were
3 categories and each competitor was allowed to enter each one separately: Task A,
recognition of postures; Task B, recognition of gestures; and Task C, recognition of
gestures foruwjectpersord, whose dataset has altered and missing data and rotated
sensors in the middle of the activities. Eight groups participated in this task, their
results were published as well as the result obtained by the providers of the dataset,
and testeavith different classifiers, to establish the baseliffee method presented in
this research also appli¢édthe same sub datas@&hese methods are compareith

the results of current research in Section 5.

2.2.2 Classification method

Selection of the approjate classifier is another part of the dataven phase
of the researchlhere are some researches on the performance of different classifiers
for human actiity recognition (Attal et al, 2015; Janidarmianet al, 2017)
Nonethelessn HAR domain it sems that the performance of classifiers deserd
the feature extraction methaahd resultsof other researches cannot be generalized
Forinstance decisiontreebasednethodsthatproduces théest resultin thecurrent
research|eads tothe worst results in all 293 tested classifierganidarmiaret al.
(2017) In the baseline testingvhich ha done by developers of th@pportunity
datasetKNN-3 had he best performance between five classifi@isavarriagat al,
2013)while in Altunet al.(2010 SVM (SupportVectorMaching wasthe best

14



Someclassifiers are tested iturrent researghregarding both classification
accuracy and tie and the selded classifier is a regression based classifier with M5P
(M5 model trees a model tree in the form of a decision tree with regression at its leaf
nodes, which is applied from Weka packdgell et al, 2009) The decision tree is
called the M5P model tre@Quinlan 1992 Wang and Witten 1997. M5 is an
adaptation of a regras® tree algorithm; it uses a more computationally efficient
strategy to construct piecewise linear models, compared to other regressifroinees
2011), because it forms a piecewisonstant tree first and then fits a linear regression

model to the datan each leaf node.

2.2.3 Subject Tracking

Finding the subjectsd | cGiobat Rositioning s a
System (GPS) is not accurate enough to trabkimansubject in a snmharea and
cannot be used under a robfdoor positioning systems apeactical for most HAR

systems

SomeHAR methods applied the subject tracking; but almost all of them used
RFID tags to detet¢hepresencef the subjechearsome environmental objec RFID
can be used in knowledge modeling without any processing. On the other hand, IPS
(indoor tracking system¥ able to track the subject in indgaaces. There are some
researcheen processing signals from IPS systefig, Redfield and Liu, 201)) but
not for HAR.The current research converts continuous IPS signals to discrete data and

then applies it for HAR purpose.

2.3  KnowledgeDriven Methods for HAR

In knowledgedriven methods knowledgebased structures and reasonang
appliedfor HAR (Chenet al., 2009) They are usually used faleductingcoarse

grained activities from fingrained activities.
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2.3.1 Ontology-based Frameworks

Nowadays, ontologies are one of the best tools for activity recognition purpose
(Rodriguezet al, 2014a) Chenet al. (2009, proposed an ontologyased approach
which was one of the first integrated frameworks for activity recognition based on a
conceptual essence. On tipaeliminary researchthey did not use any dataset and
presated the framework with a sample ontologywever, in an extension of their
work (Chen, Nugent and Okey8014) later they presented an activity recognition
systembased on the previously presented ontological model. The method was
designed to confront &old start, a common problem in dabdven activity
recognition, when at the beginning point there is no, or there are few labeled data for
learning the system. At the starting point, there is an ontology that is developed
according to human knowledgé&hereafter Using, theontology reasonerdoesthe
labeling of some activities, and then new activities are discovered using labeled
information and datdriven techniques. The labeled information is used to discover
more activities via datdriven learninggdiscovered activities are used to poputat
ontology. By running allstes more than one time, more information is labeled;
consequently, ontologgecomesmore completedin short, inproposed frameworks
by Chen and Nugentthe informationstored in the ontologyis non-probabilistic

although tle axioms and thenachine learning proceaseprobabilistic.

Anotherpioneemresearch in HARs an OWL 2, ontology web languagbased
model proposed by Riboni and Bett{@@011c); they also developed another hybrid,
statistical and ontological, activitgcognition methodRiboni and Bettini2011a). It
was published at the same time with Chen and Nugent method and both believed to be
founder of ontologybased HAR This method obtas low-level, simple and short
time, activities using datdriven technique from the body and environmental sensors
and gathers the subjectds | ocation from GF
used a novel technique, nam@ustorical variand, performstemporal optimization
for obtained lowlevel activities.This researchutilized ontological reasoning, only
about locations, to predict higavel, complicated and long timegtivities. Input and
output data and reasoning process were not probahikdivays the most probable

state was chosen as the deterministic answer.
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Helaouiet al. (2013)is slightly similar tothe currentresearch; not only for
using ontology and a probabilistic model but also for utilizimg earlier version of
thesamedataet, Opportunity Thiscat aset i s about daily morni |
bodies and environmental objects are covered with different kind of sensors, and RFID
tags installed in his gloves to track the subjects' location. In a newer version of the
datasetwhichis used inthecurrentresearch, the statd-the-art IPS system istilized
for indoor tracking. Beside sensor data, the dataset contains labels for postures, low
(right and left hands Interaction with objects and hand movements) andehéih
activities. Annotationsare madevia video checking. Additionally, this partitar
research annotated two medulewvel activities: simple activities and manipulative

gestures. The probabilistic ontological reasoning proceksis in different levels.

Information about locatioand posture are ignored; ha
objct s and handsd® movements are combined an:i
set of related and sequential atomic gestures characterize a manipulative gesture (Level
3), for examplendindpenhchgng dr Ewefeodoai s At
same way, a set of manipulative gestures characterize a simple activity (Level 2), and
a set of simple activities characterize a Highel, complex activity (Level 1). Level
4 |labels are available ingldataset, meaning that regardless of errors thesparehow
obtained from sensor data. For levels 3 to 1, the state of each level is deducted from
lower level using ontological reasoning. The axioms, Tbox, of ontology are manually
developed and weigheds aonfidence property, the probability of working tbg
assertion axiom. The manually annotated labels for levels 1 to 3 are used to evaluate
the method. There are two points to note. First, the ggnda outpus of eachevelare
not in form of probabilstic. In other words, the reasoner with probabdigtiles
receive deterministic values from the lower level and pass the only most probable
value to the higher level (similar to the aforementioned works). Second, model
reusability is not achievable ihis method. For each individual person with his own
lifestyle, theHAR system needs a special set of simple activities and ontology

assertion axioms.
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2.3.2 Location-based models

Probabilistic Markov model is frequently usedlacationbasedapproaches.
Boger etal. (2005)used this model fuation wpile wlevel t | n g
activities are provided to the system dndo, Fox and Kautz (2007)roposed a
locationbased activity recognition using Markov model. In some recent research
works includingLiu et al. (2017) and Gayathri, Easwarakumar and Eli@d 1R
Markov model and knowledge bases are applied together and has been called hybrid
approach. Logical reasoning has been used for recognition and prediction of human
activities fromseveral yearago(Henry and Allen1986) it took a big step forward
after modern knowledge representation models and &voke

There are a few research studies about adopting ontologiéscatidnbased
probabilistic model and reasoning in activity recognittgamada et al. (2007% a
preliminary research athis aea The environmental objects are equipped with RFID
tag and RFID reader sensors installed in the activity area. They are supposed to track
the location of objects; however, because of the overlapelea activity spaces and

unreliability of the RFID systa; thedata angrocess is probabilistic.

2.3.3 Temporal Reasoning

Ontologies, in the original style and with OWL language, do not support
temporal reasoning. Without temporal reasoning, the knowdddgen system will
recognize activity instances as indepengerts of information; in this approach the
efficiency decreasefRiboni et al, 2011b). There are some proposals to add time
information in RDF languag@utierrez, Hurtado and Vaism&007) Forfilling this
gap, Meditskos et al(2013) proposed a fraework for a combining OWL and
SPARQL to be used for activity recognition. SPARQL is a query language suitable for
querying knowledge bases and able of handling temporal relatioMeditskos,
Dasigoulou and Kompatsiari@015) they extend the frameworknd combined it
with a semantic activity model and finally Meditskos and Kompatsiar{2017)they

presented a similar framework with SPARQL and implem@atHAR system it in
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the field of healthare to monitor people with Dementia. SQL is another query
language that is used in the current research; similar to SPARQL, it can deal with
temporal information. Howeveguerying systemsf relational databases, including

SQL language, do not support serti@ knowledge querying directly.

2.3.4 HAR with Uncertain Obsavations

One of very few works on activity recognition with uncertain observations
similar to what the current research is going toisi®oy, Abidi, and Abidi(2017)
Similar to the previous resedn, they designed a multilevel reasoning model.
However,in contrast it is not ontologpased, and their approach is possibilistic, not
probabilistic; meaning that each attribut
certainty. Activities, and events armodelled based on possibilistic networkst
ontologies. 1 n ot her words, each | evel (including
pass one or more values to the higher level or no value at all for total ignorance. The
model is designed for recognizingly one specific activityii D i d patieitake his
medcation? 0Therefore, unlike generdlAR systems, the design of activities for

different levels and the reasoning system is feasible.

2.3.5 Benchmarking for Recognition Rate

There are some researches that applied to the same dataset thaemased
in the wirrentresearchwhich can be used to cgare the recognition rate thiecurrent
researclwith results ofothers. All of them used manual labels of H@wvel activities
and because there was no label fordigation,theydid not uset. In current resaah,
all the usegrobabilistic informabn, activities and locations computed from sensors
information.Manzoor et al(2010)tried different classifier on the dataset to find out
which classifiers have the best performamigtal, Gopal and Maskar@015)applied
two modern methods for aety recognition: neutrosophi¢Smarandachel998)

lattice and fuzzy lattice.
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2.4 Uncertainty and Ontologies

Ontology as a model for knowledge bases and uncertainty as a property of

knowledge are two important topicsknowledge engineering.

2.4.1 Dealing with uncertainty

The probability theory is not the only approach to deal with uncertadther
approaches includingpelief functions, possibility theory (based on fuzzy logic),
plausibility theory is also used to model plems with an uncertainty of different
nature(Halpern 2017) Theuncertainessence of human activity recognition calls for
probabilistic logic and reasarg (Philiposeet al, 2014) Nevertheless, early attempts
preferred to avoid probabilistic logic lmacse of its difficultiegAllen et al, 1991)and
most recent research attempasavoid probabilistic ontologies because there is no
established model argtandard for thafThereare some research works on activity
recognition that used neurobabilistic models to confront challenges made by an
uncertain essence of activity recognition task. For exar(iREriguezt al, 2014p)
utilized fuzzy ontologiesRoy et al.(2017)proposed a possibilistic reasoning method
and Noor et al. (2086) developed an onkogical reasoning process with belief
functions (DempstéShafer) theory, these researchesadirabout knowledgariven
human activity recognitioriNeverheless, the oldest method to deal with uncertainty
and incomplete data, probability, is still theshpopular methodlable2.1compaes
well-known knowledgedriven human activity recognition methdastweer2007and
2017
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Table2.1 Comparison of welknown knowledgedriven human activity recognition metho@9072017)
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o T Q ) =. n o] (ep (_'2 @ O, o) o A=

Sl > =2 g g | G| 2|8 o8

e 2|8 | =5l g2 S| 5| B|93
5 < g 3| < <Ll Ze
Approach Proposed by < § g
[¢]
> n
Ontologybased OWL) Riboni et al.(2011c) N[N |%|% |6 |6 |6 |N|6|6|6|N|S|O
Ontology-based Chenet al.(2014 N[N |%|%|%|N|6 |N|6 |6 |6 |6 |6 6
Hybrid reasoning Riboniet al.(2011a) N[N |% |6 |¥%|6 |6 IN|6 |6 |6 |6 | 6
Multi-level reasoning Helaouiet al.(2013) N[N |6 |6 |w|wn|6|N|6|6 6|6 |w|0
Probabilistic tracking Yamada et al. (2007) N |6 |[N|6|[N|E |6 |N|E|[E |6 |6 |N 6
Fuzzyontology Rodriguezt al.(20140 N|N|N|[6 |N|6 |%|6 |N|6&|IN|NI|N 6
Logic-based ontology Meditskos et al. (2013) N|N|N|[6 |%|6 |[N|6 |6 |6 | |6 |6 6
Temporal ontology Meditskoset al.(2017) N N[N|[%|6 |%|N|IN|E|6[6]6|N]O
Possibilisticuncertain observations | Royet al.(2017) 6 IN|N |6 |N|6 |6 |6 |N|SE |6 |6 |N|N
Fully probabilistic ontology Current Research N|N|N[N[N[N|[%|N[&|NIN[N|[N|N

% = Seminal methods applied. /The problem is partially solved
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2.4.2 Probabilistic Ontologies

Ontologies have been used as a tool for knowledge organization. As a
conceptuamodel, (norprobabilistic) ontologies are visually modelled in the forim o
graph regardless of how they are actually implemented and stored. Indeed, the
knowledge grapha knowledge base that uses a graphcture is another name of

ontology. Ontology VEb Language (OWL) is a language for representing ontologies.

There are dew frameworks proposed for probabilistic ontologies. The most
cited of them is PROWL (Da Costeet al.,2008);extended t¢Carvalho, Laskey, and
Costa 2017) is a Bayesian framevkoprobabilistic ontology which is based on Mullti
Entity Bayesian Network6VIEBN) by Laskey (2008). Unlike OWL, P®WL has
not endorsed by W3C as a standard language. It suffers from some problems; most
specifically: it is not fully compatible with OWL. Bekes, regular ontologies and
OWL (not PROWL) are supported by wedlstabished software, Protégé is the most
famous one. Nevertheless, there are applications eD®R based ontologies, for
example in the automation of procurement fraud detection in IB@ffice of the
comptroller general is responsible for detecting goventrfrauds in Brazil and one
of the major concerns in this domain is procurements. According to laws, all
procurements must be assigned in fair and competitive conditions. Ther@ensee s
rules to recognize front companies. For example, it is unusual Wlaegeacompany
is managed by a person who has little education or very low income. As well, when
the managers of two different companies live in the same address, it looks like they
have a family relationship. None sfichor similar cases are criminal, biltey are
suspected and eligible to be investigated by comptroller general audits. The research
develops a probabilistic ontology according to the database. This ontology is designed
using UnBBayes. After reasoning according to particular rules, the sgatgyrovide
the list of most probable cases of fraud in government procurements to be investigated
by comptroller audits (Carvalh@013).The current research is not based on OWL o
PR-OWL but kecauseit is going to applicate probabilistic ontologies aget is

necessary to elaborate the previous woks indtaa
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There are a few research studies about adopting ontologies and probabilistic
model and reasoning in activity recogaiti Yamada et al. (2007) is a preliminary
research on usingntology in activity recognition which applies the probabilistic

modelling for tracking people.

2.5 Relational Databases and Ontologies

Relational databases greevalent software for storing and gueg data and

ontology is a modern modelling method for sigrand reasoning about knowledge

2.5.1 Probabilistic Databases Vs GraphicaModels

There are several situations that needed to be dealt with probabilistic data. For
example, information retrieval sgshs from textual corpus produce probabilistic data;
becaus®f uncertainty on knowing the fact in the text or imperfectness of information
retrieval methods, there are some discovered relationships without one hundred
percent confidence. Such data needbdastored and queried efficiently. Therefore,
database comumity aimed topropose probabilistic databases to answer this demand.

Depending on the model of the probabilistic relational database, the probability
might appear in some properties or the tuglel or a group of tuples known as block
level. Whatever mael is used; the amount of probability is stored as an extra property
in the database. Query processing is not as easy as storage. Unlike conventional
databases that work wifione world, probabilistic databases deal with a numerous
number of Apossible worldsd. In this condition computing of some queries is
impossible since they are hard for,#Rarp Hs acomplexity classvhich isat least as
hard as NPespecially in a system that is supposedbe scalable, meaning that the
amount of datecannot belimited. Probabilistic Relational Database Management
System (PRDBMS) must determine whether or not the queag be evaluatdaefore
attempting to execute it. Beside probabilistic databasesalpitcic data can be stored

and reasoned via a graph e form of BN (Bayesian Networks) or Markov Networks.

23



In this case, the complexity is the teelth which means there is no incomputable
guery. On the other hand, the data mdeedomesnore compitated, andherefore,
data modification in a static graphnot as easgnd fastas adding some tuples in the

databaséecause many nodes and edges must be up@atei et al.2011)

To reach a high accuraap, current esearctihe systenis modelledn a form
of a fully probabilistic ontologyboth data anéxioms are probabilistioyhile for
scalability,it makes use of a highly efficient commercial RDBMS for data storage and
processing. PROWL tools or the researdmased PRDBMSes could helghis research
to implementhe model easier, but they are nary reliable and efficient to manage
such a big datdor batch processingmillions of instances from hundreds of hours of
activity recordingneed to be processed in a reasonable. tEven thoughhe data
model of current researchs implemened without asdpting PROWL and PR
Databaseghe work is partly inspired by both of thefable2.2 compaes data and

knowledge bases management systems.

Table2.2 Comparison of management systeprebabilisticandnon
probabilistic, data and knowledge bases.

Storage Structure | Language | Systems Advantage / Disadvantage References
ORACLE Commercial implementains are
Relational Tabular high performance.
SQL SQL Server Codd (1970)
Database Data .
MySQL Not designed for knowledge
structures and uncertain data.
OwWL i
OWL Structured Designed for knowledge Gruber(1993)
query: Protégé structures _
Ontology Knowledge McGuinness
SPARQL Not for probabilistic knowledge. | et al.(2004)
Not scalable for big data.
Probabilisti Trio Designed for handling the Cavalloet al
robabilistic ilisti :
. Tabular MayBMS probabilistic data. (1987)
Relational PR-SQL ] )
Data MystiQ The performance is not at Suciu et al
Database ProbView commercial levelNot designed (2011) :
for knowledgestructures
probabilistic| >~ "% | prowL Designed for handling the Da Costeet al.
Knowledge probabilistic data. (2008)
OwL . query: UnBBayes
Ontology (Bayesian MEBN Still not advanced, the standard| carvalhoet al.
Networkg notendorsed. Not scalablerfbig | (2014)
data.
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2.5.2 Ontology Storage in Relational Databases

There are similarities and dissimilarities between ontologies and databases
which can be categorized as a conceptualization of the information, datsemation
(tuples vs. instances), data modelling and, in practice, efficiency. In this regard, a new
concept appeared: ontologies based on databases; which means using the relational
data model to store the data represented in an ontoldatitezCruz, Blanco and
Vila, 2012). Initial works in this research field were focused on proposing algorithms
for transforming information and modelling from an ontology to a relational schema
(Gali et al.2004; Vysniauskast al.,2006; Vysniauskaset al.,2010) andsatisfying
rules of relational databases such as primary and foreign key and dataAtypagix,
Parent, and Spaccapiet2010). Further researches confront other problems in this
area including query processing and optimizatidazper et aJ 2015; Abburu and
Golla, 2015) and few works on inferenckstrovaet al.,2007).

The regular method of storing ontologies is to save them as the OWL flat text
files on disk, which is slow for largecaleontologies. The approach of this research in
this concept isstoring probabilistic ontologies in regular relational databdsesept
one early work which is mostly on query processiddréa,et al.2005, there is no
literature on it to this daféut in one hand, it is fast and high performance amdier
hand it is able to store probabilistic ontologies which is preferred data model for HAR

in this research

Using SQL query processing engine for probabilistic reasoning and
classification purpose in another aspédierearefew works ofliterature onthistopic;
the only published research could be foundClaudhuri, Fayyad and Bernhardt
(1999) a preliminary workthat introduces acalable naive Bayes classification
methodover SQL database$he current research is goingdtmre the ontologyral
its belagings in a relational database; therefore, the classifier and reasoning engine
must be in the SQL based database.
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2.6 Research Gap

2.6.1 Issuesin Data-Driven HAR

In last decade, several researchespublished on datdriven human activity
recognition. Almost dlof them are focused on the higher recognition rate only and
ignore the computation time, while if system is not fast enough, it is not suitable for
processing of big data. They generaggedministic, not probabilistic, predictions; by
using probabilistt data in the knowledgebase, this research can reach high accuracy
in limited processing time. Most of them address finding-level activities from
sensors data but not the location ameldirection of the subject. Some researches that
included trackinghe subject, have done this using old fashioned RFID technology and
not IPS, indoor tracking system. Unlike RFID that can detect the person near some
points, The IPS system tracks the parsn whole indoor area and improves the

activity recognition rate.

2.6.2 Issuesin Knowledge-Driven HAR

Well-known knowledgeadriven HAR methods are listed in Table 2.1
accompanying some key features (some elements and factors of ontology model for
HAR are menbtned in Zolfaghari, Keyvanpour and Zall, (2017)). In case of the
knowledge model, almost all of them are ontoldmsed. They have different
performance against challenges like imperfect sensor data, reusability and scalability.
Nevetheless, none ddforanentionedapproaches succeedat the aspectsf HAR

area.

Thisphase ofesearch aims to develop a practical high performinceledge
drivenHAR system It should bescalable means itis able to do batch processifoy
big data in reasonable tinier knowledge driven phasesusable works for different
purposes irdifferent environmentsflexible means the data model must be easily

editableto work with complex data modelfailure resistancesensor failure and
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misplaces should have minimumegative effects on the system performamce it
must work with state dadirt physical and tracking sensors.

2.6.3 Issuesin Storage in Relational Database

According to the research goalscalable knowledge structure in sensor based
human activity recognitiodomainis aimed in this researdnd itis going tobein the
probabilistc ontology form Table 2.2 is a comparison ofdifferent available
management systems for data and knowlebggtheir advantages and disadvantages
shov none of hese approaches exclusively suitablefor this goal; therefore, a
knowledge structure mube designed and implemented to reach the abovementioned
target This structureemploys the high performancemmercial RDBMSessuitable
for big data, andtores the complicated pralblistic ontological knowledge model in
it.

2.7  Chapter Summary

In this chaper, a review ofthe fundamental concepts and methods related to
currentresearchhave been presented. The chapter begitts datadriven methods
investigation that convert sensor signals to-level activities and locations. The next
section was on knaedgedriven HAR methods that applies knowledge structure and
reasoning to conveffine-grained independent instances to an ontology of coarse
grained activitiesln bothcasesthe main researatoncerns to have methods that are
accurate, andlast enoud to processhig datain a reasonable timéJncertainty and
ontologieswith uncetainty, including probabilityin the knowledge they represemtd
the reasoning axioms is discussed in this chaering ontologies in relational

databaseis reviewedin this chapter too
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CHAPTER 3

RESEARCH METHODOLOGY

3.1 Introduction

This chaptepresentshe methodologyof the currentesearchThe design and
theoperationaframeworkof the researchrediscussed and explained in detail the
core of this research is a desigiha set of innovative methods to convert analogue
sensor signals to probabilistic lelevel activities, posture and locations, and then
design an ontological probabilistic model for HAR to store this information and obtain
the high level activities fromhem.To address the application of the proposed system
for big data and batch processinli,designs and developmergbould consider the
scalability objectiveThe applied dataset and the evaluation measuegiscussedh
this chapter

3.2 Research (perational Framework

TheresearcHrameworkis the structured plan to assist researcHersracking
theresearclgoals For the current research,is designed inive phaseghataims to
find an effective probabilistic knowledgestructure in sensdrsased hman activity

recognition domainThe research framework is illustrated-igure 31.

Phasel: Preliminary Study. First of all, the literature reviewnvestigation
of the relatedstudiesin data driverHAR including highly citel methods for feature
extat i on and <cl assi fi cat and knowdetige tideR HARe nsor 06 s
including ontology based and probabilistic efforts on HARIsresearch alscequires
a vast study orwarious fields of computer science includingcertin reasoning,

probabilistic ontologies, probabilistic data storage, relatiotieory, probabilistic
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relational databasesd storing ontologies in relational databas#soosinga dataset
is animportanttask in this phasthat will be discussed in section 3.3

Phase2: Design metlods for data driven HAR. The goalof this phase is to
find high accuracy and high performanéas{and storagefficienf) HAR methods to
converts e n s data svbichare presenéd by analogue sigals in the dataset to
probabilistic datarepresenhg postues,low-level activitiesandlocations.There are
three taskghat areneeakd to be done in this phasEirst, innovative methods for
converting electric signalsto properfeaturesmust be designed hese features are
calculated using semantic methods. reach the scalabilitgbjective these features
must be few, in case of number, and the me#iinmildbe fast, in case of time needed
for computation. Secondglectthe efficient classification methodthat are able to
convert the calculated featuresgrobabilistic postures and lelevel activities again,
the processing time is important in this stage as.waird, designing methods for
processing signals frotheindoor posiion systemaimingprobabilistic allocating the
subjects in a discreteea.Indoor areas are very prone to noise because there are many
reflections and obstacles, and the proposed methods must be able to tackle this
problem.Innovative signal processingdhniques and noise reduction methods will be
applied to achieve this gba

Phase3: Designan ontological model and develomethods forknowledge
driven HAR. In this phase a probabilistic ontology motiebe designed torganize
the obtained information in pha&and then populated to predict high leaetivities
The knowledge modemust befully probabilistic which means thébox, primary

data,and Tbox, the reasoning rulesséertion axionjsare allin probabilisticform.

In the first step, ontology Abox is made from triples from phase Ztserdt
is smoothedusing nnovatve smoothing algorithm for probabilistic data For
determining the assertion axioms (Ontology TBowxg¢thods for automatiearningof
axiomsandsoftware anapp,for editing andmanualy determiningare to be designed
Inference methodsse low ével activities, locations and the axioms, combine their

probabilities and do probabilistic reasonfogrecognition of higHevel activitesand
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thenpopulate the ontology incling the high-level activities n the final step of this

phase.

A model is b be designed fohe probabilisticontologyto betransformed and
storedin a SQL relational DBMS and therefore,all steps of this phase including
determining axioms and reasoniagd ontology populatiomare to be done in the
relationaldatabase and usinige SQL queries

Phase4: Evaluation of the model andresults. The evaluation measures are
elaborated in sectioB.4. The data moddk evaluated using qualitative measures and
the numericperformance measures including accuracy and time should be mcorde
for both datadriven and knowledge driven phases and compared withkweln and
highly cited methoddg-irst, evaluating of the datdriven methods in case of accuracy
and processing timendcompae with the results of thaighly cited methodsThen
turn to the proposed knowledge driven methods, evaluatiotheofdata model
evaluatedusing qualitative measures oftological HAR systems and/&uating of
the knowledgeadriven methods in case of accuracy and @mdcomparinghe results

with others.

Phase5: Writing the thesis. Finally, the report of the research including
observations and obtained results argten in form of a thesiConcludingimportant

findings and drawing the future work plare also in this phase
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Figure3.1 Proposed operational framework of the research
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3.3  Applied Dataset

AActi vity and ComOtpetrtReacsdnict iSemswirt ICo
or Opportunity in shor{Chavarriagaet al, 2013) is an EU projectThis dataset is
suitable for the current research becausadt been usefr benchmarkingnethods
in different activity recognitiomesearches, imeding data driven methods ¥ang et
al. (2015)and knowledge driven methods Mittal, Gopal and Maskara (2015)
Helaoui et al. (2013andManzoor et al. (2010Yhe Opportunity dataset contains real
life data, collected from personsubjectswhile paforming daily morning activities.

For each subject, there aberegular morning sessions and one drill. Therning
sessions consist of natural loosely defined activities, while the drill sessions contain
repetitions of pralefined acts. This dataset is@allection of data from wireless and
wired networked sensor systems installed on the environment objects anddattbache

the subjectsd bodies.

There are3 positive features in Opportunity that make it the chosen dataset for
this research.l) In this dataset the sensoonfigurationon subj ectsd body
environments intense there are many sensoasid thereforéhe predistortions can be
made with high proability. 2) Having uncertain data, for example incomplete and
noisy signalsmake it more challenging for a probabilistic HAR syst8irit has been
used in other ontology based HAR systems, so the results arerabiepaspecially

in knowledgedriven phae.
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® = Complete Inertial Measurement Unit = Triaxial Accelerometer

(b)

Figure3.2  Opportunity dataset setup. (a)View of the recording room. The dashed
line is a typical user route. (b) €body sensors, red: IMU; yellow:okelerometert

! Reproduced fronChavarriagaet al, (2013, by permission of Elsevier.
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The bodysensors in the experiment consist of 7 IMUbeftial Measurement
units), 2 on the shoes and 5 in the jacket, and 12 triaxial AQBEtelerometer)as
shown in Figure 2. Each complete IMU provides simultaneously nine measured
physical properties, includg GYRO (Gyroscopegngular rates, linear accelerations,
and magnetic field components, all along 3 axes. IMUs on shoes provide electric

compass instead of 3D magnetic sensors.

To record interactions with objects, a sensor is attached to each of therfgllo
12 objectscup, salami water, cheesebread spom, two differentknives milk, sugar,
plate and glass Each sensor provides triaxial ACCEL and biaxa¥RO data
simultaneously. To detect opening and closing doors of the émwances
refrigerator, dishwasherand threedrawers 7 ACCEL is attached tdvém. There are
13 magnetic reed switches and magnet pairs, 3 on each of 4 doors, entrance doors are

excludedand 1 for the lower drawer, which has 3 magnets but only 1 reed switch.

Activities are video captured and using these videos, data are maaballgd
with posture (modes of locomotion), gestures, harmodementsand handsbject
interactions with righand left hands daily activitiegLukowicz et al., 2010).For
example, in a particular moment, the subject iis the roomin a square with
coordnation (3,5) he is in sitting position (posturbis right hand is cutting (hand
movement), working with lreese knife Handsobject interactions His left hand is

idle. Low level activities such as this usually take just few secardess.

The aim of the knowledgedriven part ofthis researchis to predictthe high
level activities High levelactivities are dng time several minutesgctivities during
morning They are: 1)Relaxing 2) Coffee time3) Early morning 4) Cleanup
5) Sandwich timeHigh level activities are also manually labellede dataset using
videorecords Regarding the hig level activitiesthe persorin the abovementioned

example is in Sandwich time.
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In the original Opportunity dataset, sampling rate is 30 instances pedsecon
For preprocessing, in all the applied methods in this research, sample reduction of 10
to 1 is carried out and finally each 30
ASegment s0 per second. Labels of each new
of respective ten instances. The summary of labelesented in Table 3.All dataset
labels are listed and describeddppendix C

Table3.1 The description of labels of tl@pportunitydataset.

No Name Description Example
1 Postures The position of body sitting
2,3 | Hand movements For left and right hand unlock
4,5 | Handobject interactions| For left and rigpt hand dishwasher
6 Gesture Both hands movement + objects open dishwasher
7 High-level activity Long time activities during morning| sandwich time

Data losss common in sensor networks due to disconnections, sensor failures,
and transmission errorghere is a considerable amount of missing data in this dataset
mainly due to disconnection of wireless sensors. In addition, up to 60° rotational error
was added atandom times to the test sessions of subject 4, affecting all ACCEL,
GYRO, and magnetic ssor data. Both data loss and rotational noise are expected in
reatlife experiments with body sensois.this case, a probabilistic HAR can perform

better and redchigher accurachecause it considers many probatdeates

Ubisenselndoor Positioning Sstem (IPS)is used during activities, four
sensors located in the corners of the room sendwitt@ band pulses to tags, which
are then used to determine exadaltonof the personn 3D in the room based on
Time Difference and Angle of Arrival. Aagis a small trackable device carried by a
person. To reduce the effects of noise, four independent tags are connected to the front

and back of right and left sho@s of one subject.
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34 Evaluation Measures

The result of human activity recognitiofor bothdata and knowledge driven
methods, is usually reported in the form of accuracy;measure, and AUC
(Chavarriageaet al, 2013; Fawcett, 2006) -faeasure, the harmonic mean of precision
and recall, is the most common measure for HAR and it is the prefagasure for
reporting performancenicurrent research because the amount of data for different
classes varies, and the results of other researches that are beedmegaikstthe
obtained results, are also reported-imé&asureT he performance time issa recorded
and compared with otheresearches in cases that they also had reported the running

time.

Besides the accuracy, the ontological HAR model cangbalitativdy
evaluatedand compare with othermodels usingriterionsmeasuregZolfaghari et
al., 2017) Qualitive measures candtlight some aspects of model and illustrate the

capabilities of the model.

3.5 Chapter Summary

In this chapter, the methodology of the current research is presented: an
overview of design and framework of the whole reseatich applied dataset and

evaluation measureare elaborated
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CHAPTER 4

PROBABILISTIC ONTOLOGY -BASED HAR

4.1 Introduction

This chaptepresentsnnovative methods forriology-basednuman activity
recognitionthat arefully probabilistic,fast in case of processgjrtime andhave high
accuracy in predicting high level activiti@hepresentednethodsare arrangeth two
phases. In the datiriven phase, datdriven methods, the sigsafrom sensors are
convertedto fine-grained activitiesn form of probabilistic mformation. In the
knowledgedriven phase modelling the obtained information in the form of

probabilistic ontologyand methods for storing it in a relational database, are presented.

4.2 Data-Driven Methods

Thegoalof this phase of studg to develop @atadrivensensor based human
activity recognition methods to find Ielevel activities and subject location in the
room in form of probabilistic data. To be suitable for big dé¢atures must be
minimal in terms of number and fast in terms of calculatiod the accuracy of
predictions must be highvhile in some applications the process must be real time, in
others batch processingushat system must dén such cases, a bignount of data
must be processed in a reasonable time. In other words, besidescgidhow fast the
method is,CPU time usagedoes matter. Therefore, the main objective of piase
of researchs to propose get ofdatadriven time efficienimethod that uses sensor
data as input angroducesposture, movements and location ine thiorm of
probabilistic datgthatfeedsrequired datanstancespf a probabilistic ontologyJsing
this data, th@ntology is capable akasoning, recovering errors and extracting high

level activities.
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15t Phase Results

L, Compass
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Probabilistic Predictions
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Hand-Interactions
Hand-Movements

Probabilistic Location
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Features:
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Figure4.1 Data flow diagram for datdriven phase of the research.
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Figure 4.1 shows the flow of data iretHatadriven phase of the research. Input
data of this phase of system is signals from senklsiag proposed methodsatures
are calculated from these signals and then with a classifier postures atevdbw
gestures are obtained. Other informatiociuding the location of the person in room
are also calculateddll of this probabilistic produced information is outpott this
phase and will be used in the knowledfyazen phase.

4.2.1 SmoothingAccelerometerSignals and Baseline correction

First, if recorded velocity and gravity force are separated, extracted features
from them are more meaningful. Savitz&éplay digital smothing filters are
commonly applied to increase the sigt@hoise ratio. These filters are optimal in
minimizing theleastsquares error in fitting a polynomial to frames of noisy data. The
obtained signal from the filter is deducted from the originalaignd the result is the
levelled signal with zero. Subsequentlyf@ce is eliminated by this method. The
filter needs two parameters: the order of polynomial and the frame size. The order of
polynomial must be less than the frame size and the framesigt be odd. It should
be noted that if even one of the values of the selected frame is null, the output of the
sigral is null. This filter has been applied in many feature extraction procedwes (
et al, 2005)

The acceleration data along x, yaxesare divided into segments of 10
instances. The sample reduction of 10 to 1 is carried out by replacing each segment
with its mean value. If all 10 instances of a segment are missing, then the replaced
value is null. SavitzkyGolay algorithm is unable teedl with null, therefore, each null
value is replaced by the mean value of the five previousnmtininstances. The
smoothed signal is calculated by Savitzkplay algorithm of order 5 with a sample
window size of 49. The baseline corrected signal isiobtafrom deducting the
smoothed signal from the original signal as depicted in FigiteAfter baseline
correction,all the null values that had been changed are replaced by null again.

41



2000 T T T T T T

—Original signal
| |— Baseline corrected
1500 — Smoothed
1000
B
E 5001
: p
&£ A|Il| |
U
-300 -
_1000 | | | | | | |
] 200 400 600 300 1000 1200 1400 1600

Time

Figure4.2 Upper Knee y acceleration signal, Subject 1, Activity 1.

4.2.2 Motion Extraction

In this dataset, routine activities of regular people, motion and changing in
velocity usually happens at the same time; in other words, htgh doceleration
means the sensor is in motion. The result of the baseline correction procedure is named
xc. The same procedure is carried out for the acceleration signal along y and z axes, to
getycandzc respectively. Thereafter, the magnituolenf the vectorXa, yG, zG) is

calculated as follows, wheréas the current segment.

(4.2)

The value of total acceleratioag, is one of the extracted features from the

acceleration sensor.
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4.2.3 Gravity Direction Extraction

Another feature extracted from the acceleration sensdtineisdirection of
gravity, which indicates which face of the sensor is facing toward the earth. It is
calculated and digitally coded as follows: For each instance, ifalue of xci from
the previous part is betwees00 and +500, thetix is set to zeraynder the influence
of at least ¥2 Gorce, which is 1000. If xci is greater than 568,is set to +1, and if it
is less than500, dx is set to-1. In the same mannedy; anddz are calculated. It
should be noted that the possible valuesdior dy: anddz are 0, 1,-1 and Null.
Therefore, the vectddi= (dx;, dy, dz) is defined by the code assigned to it according
to Figure4.3.

Figure4.3 Coding the gravity direction

For instanceféo codeis assigned to-{,0,0) andi50 is assigned to (€1,0);
consequently, between two face$,{1,0) is coded aB450. The same rule applies to
other coordinates. (0,0,0) ist¢o 0 and 9 is assigned to (1,1,1). To be identified as a
nonnumeric field by classifier, an fao

number. If any one alx, dy or dz is null then Nulis assigned t®..
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4.2.4 GYRO Signals

Another feature, whichsirelated to subjects and environmental objects, is
extracted from the gyroscope sensors. In some of the previous studies angular velocity
signals from the body, not environmental, sensors were tesedlculate features they
did in the same way as acaglon signalgAltun et al, 2019 Khanet al, 2010)

In the employed dataset, the sensors provide triaxial angular velocity through
the IMUs attached to jackets and shoes, and biaxial angutasityelhrough object
sensorskRaw angular velocitys notusedas a feature; instead, the deviation angle from
the straight line is calculated from it. The following procedure is carried out to remove

the noise effect and offset and then the angular denig calculated.

— FOR all Instances DO
gy =gy - offset
[foffset between 400 and 420, depends on sensor)

IF gy < noise rate THEN
gy =0
| [{(noise rate between -1, 1 ACC, -100,120 IMU)

_ FOR all Segments DO
compute AD from the folowing formula
f/(tis time of the first instance of the Segment)

0 Qw

The obtained result, the blue line in Figdrd, is the angular deviation from
rest position with the assumption that the applied gyroscope sensorseallg id
accurate. As this assumption is too optimigtie, result gets out of calibration as time
passes. To solve this problem, baseline correction is performed using the same method
used for acceleration signals, with order 1 and a window size of 49esartiphorks
well, especially for the environmentaljebts, the pink line in Figuré.4, because the
objects are usually in a steady position when they were not in use. Thus, two features
extracted from 2D sensors, for each object and three featureactoridU on the
jacket are extracted from the angulatocity signals. In this dataset, there are about
10,000 segments per activity, which is not very long. Otherwise, for being time

efficient, activities should be broken into smaller blocks.
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Figure4.4 Integrated Angular Velocity of x, milk senor

4.2.5 Electronic Compass

The direction in which the subjectds bo
types of activity recognitions. It determines ttmmpass measure, whishows the
deviation angle of the person with respect to the north magnetic pole. Electronic
compass has been used in some studies in this(Ane@ian and Najafi, 2004).
Compass sensors and magnetic field sensors lose their @cedran they are near
ma sive iron mass or ferrite magnets. Two s

one IMU attached to the back of the jacket can be used to extract the features.

The two sensors attached to each of the shoes provide compasshictta,
showstheangle¢fhe direction of shoesdé tip with th
Almost all (99.5%) of the corresponding data are betw&80 and +180 degrees,
except for a few instances which are affected by noise. Therefore, all the gedater
than 180 areaplaced with 180 and all the values less tH:880 are replaced with
180. The data received from the compass sensors on the left and right shoes are divided
into segments of 10 instances. From each segment of the left shoe and its

corresponding segmentofrm t he r i ght shoe, the directio
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facing is determined by calculating the circular mean of all 20 values, as shown in
Equation4.2.

0 wo et OEIIRQ OEYIg Qh AT®AEQ Al DG Q 8

IMUs are equipped with triaxial magnetic sensors, which are sensitive to
magnetic fields and can be indirectly used as compass sensors as well. The IMU
attached to the back of subject is least affecteddily movements. it is assumd
that the sensor attached to the jacket vertically and is not rotated, from its magnets
x and y, the deviation angle of the subjeah be calculateftom the magnetic north
pole. First, the data of the x and y axes segmented, and the mean value of each

segment is callated. Then, angle M is calculated as follows, shown in FigGre

0 GO0 QaAA O QUMOOQE Qe (4.3

The obtained value has a 90° offset. If this offset is deducted from M, the
obtained value is the closest to what the compass sensors show. Notably, if M is less
than-180, it is rearranged by dithg its value to 360.

Like 3D angles of the gravity direoti, 2D angles of the compass are coded to
facilitate reasoning. 360 degrees is divided into 6 equal sections and each section is
assigned a number from O to 5. For example, O is assigned t8.§8] &nd 5 is
assigned to [300, 359.99].
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Figure4.5 Compass and magnet signals after processing

4.2.6 Reed Switches

Reed switches are binary sensors. If the reed switch is in a strong magnetic
field (in this experiment, near a small ferrite magnet), then the reed switch séhso
have a value of 1. Reed switches are attac
thedi shwasher dés door s. Three pairs of magne
another during the opening or closing process. Basidhllye arefour states \wth
three magnets: state 1 is closed, state 2 is partly open, state 3 is open and state 4 is

extremely open.
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Figure4.6 Three reed switch sensor configurations, according to the state
diagram and with current state and triggered switch, new state is determined.

States are determined according ®dagram in Figurd.6 and the followirgy
algorithm. We assume at the beginning of each activity the doors are closed; the
algorithm can make the correction after some interactions in case this assumption is

wrong.

FOR each set of reed switches on one door DO
take each 10 Instances as one Segment
FOR each switch DO
— FOR each Segment DO
IFins1Vins2Vins3..... Vins10 = 1 THEM
Segment value = a (or b or ¢ depends on
activeated switch)
IF two/more consecutive Segments same value THEN
| exept the first Segment, set all the rest = Null
State = 1 (door is closed)
FOR all Segments first to end of actigty DO
IF Segment valure is not Mull THEN
State = new state (according to state diagram)

The reed switches attached to upper drawer have a different configuration.
There are still three magnets attached, but they are at the same level and there is only

one reed switch for all of them. Therefore, the only switch of drawer_1 can be
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s et / utmesaah ofthe 3magnetor this casenly two states are obtairneapen,
3, for being in the process of opening or closing and 1 otherlwisaassumd that the
maximum length of each interaction with this drawer is 100 segments, for a total of 30

seconds. The state of the drawer is computed using this algorithm.

FOR each segment DO

IFinsl=1Vins2=1.... Vins10 = 1 THEN
State =3

ELSE
State =1

IF length of each block of "1" less then 100 Segments THEN
set all of it's Segments = 3

b

4.2.7 Indoor Positioning

Global Positioning System (GPS) is not accurate enough to track a subject in a
small area and cannot be used under a roof. Indoor positioning systems are developed
for this purpose; with different topologies. The system that employed for locatizatio
of subjects in this dataset, AUbi senseo, L
this topology, signal transmitter is carried by subject and several fixed receivers are
installed in the area. It tracks subjects with Time Difference of Arrival (TD&#)

Angle of Arrival (AOA) techniques. This system determines the location of the subject
in 3D with 15 cm accuracy. Despite high accuracy, the robustness of Ubisense system
is poor (Batty, 2011, Liu et al, 2007;Deak, Curran and Condell, 2012 his sysem

is prone to noise; because of reflection and blockage of the signals by objects or walls,
which is called AOA and TDOA estimation errPfe, Redfield and Liu, 200)0To
minimize the effect of noise, four independent tags are attached to the left laind rig
shoulders of the subject, in the front and back, each one producing an independent

location signal.

As recognition of posturesitting, standing walking or lying down is
achievable with high accuracy, theaxis informationare ignoredof the locatim
system; only xand yaxis information are used to find the 2D locations of the subject.

There are various types of noises in this system; sometimes the location data are not
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available and sometimes the subject is indeed stationary but the systestregidhie
subject is moving in a direction with steady and slow speed and continues the same
report until the subject actually moves; then, the system reports that the subject
suddenly goes back to the location where it was. To overcome this noise, the
displacement between two successive segments is calculated, to obtain the total
velocity. The following algorithms developedo remove the noisy data for each.tag

Separate each 10 Instances as a Segment,
Loc = Mode (all ten locations on instanses)
— FOR all Segments DO
k IF velodity < 1or > 4.5 m/s THEN
| Mark Instance as suspicious
IF a suspicious block is longer than 3 seconds THEN
Mark all Instances of block as invalid
IF any valid block is shorter than 3 seconds THEN
Mark all Instances of block as invalid
Replace values of all invalid blocks with mode value
of 5 Instances before and after the invalid block

The resulis four coordinates for each segment from four independent tags that
someoftem may be highly inaccurate. Tso predic
dividedinto 64 rectangle regions, like a chessboard, 8 x 8. Each square is known by
its coordinatethe square in the top left is 11 and the square in bottom left is 18. After
this, from 4 available reported locations, only for 48.6% of the instances at least two

tags are in agreement on the location of a subject.

For example, for instance_id numbers@lgject 1 performing activity 1 at 1.66
seconds), the locations of the subjesgiorted by the tags are 54, 65, 65, and 64. To
decide which square is the location of the subjibetproposedalgorithmfinds the

most probable locati@by scoring each square.
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Set the score of all 64 squares =0

— FOR all 4 or less reported squares DO
add 10 scores to the reported square
add 6 scores to all neighbours of the..
reported square respectively

a, b, ¢, d are the four most scored squares

IF score(a)=score(b)=score(c)=score(d) THEN
report Nothing

IF score(a) <> score(b) =score(c)=score(d) THEN
reporta

IF score(b) <> score(c)=score(d) THEN
reporta, b

IF score(c) <> score(d) THEN
reporta, b, ¢

FOR x= a, b, c (if available) DO
probability (x) = score (x) / (score (a)+
score (b)+score (c)) * (score (a) / 40)

x

All the reported scores are normalized first and then adjusted withshighe
current score and the maximum possible score, 40, to calculate the probabdity.
same examples carried onwhen tle system reports 54, 65, 65, and 64; first, 0.36 is
assigned to square 65, with a score of 32, and 0.32 is assigned to 54 and &M, then
multiplied with 32/40. The calculated probability for square 65 is 0.292 and for square
54 and 64 is 0.254. In the @ped dataset, this method is able to make a decision for

95.1% of instances.

The number of instances which are in a HigNel activiy, for example
sandwichtime, varies for each of 64 squares, shown in Figlii& Therefore,
combining with the resultshtained for posture, gesture and hand activities as part of

the probabilistic knowledge base, it helps in the recognition oflleiggh activities.

Figure4.7 Number of subj ect 0 ssandwichtineenc e s
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4.2.8 Classifier, Feature Selection, Probability Calculation

In this researchfour different categories of recognition are applied on the
dataset: posture, gestufeand movements and haalject interactions both for right
and left hands. For each subject, first tmemmrdedsets of daily activities and the drill
were used agdining set and then the model is tested with the two remaining daily

activities.

M5P 1 via regression classifi@alculates the probability of each target in the
following manner. With the assumptions that all attributes contribute equally to
decision mking and are independent of each other; for categorical attribute likelihood
is calculded with Naive Bayes method and for numeric attributes contribution to

likelihood is calculated as follows.

Qw  —Q (4.4)

O is mean value, 0 heisstasce undedcansideration,vi at i o
and f(x) is thecontribution to likelihood. Then the obtained likelihoods are normalized
and are sum to 1 to obtain probability. For instance, for(@atd,, P;,  én), PL P
P+ P3+ € é . n=1. Rllthe possible attoutes are considered as an option and are
branched according to different possible values. For each attribute, Information and

Information gain are calculated as follows.

m
C2
8:
o)

"0t QLB ) 0 & €0Q 0 a£0Q (45)

Gain= Info before divisiofi Info after division (4.6)

The attribute which gives Maximum Information Gain is selected for division.

This procedure continues until each branch terminates at the attribute whichnfpves
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= 0. As allthe possible attributes are considered, all the probabilities are calculated.
The leaf with the highest probability is selected and reported as the target class.

A few classifiers are tested and the selected classifieurrent researcis a
regression &sed classifier with M5P tree, a model tree in the form of a decision tree
with regression at its leaf nodes, which is applied fideka package (Hakt al,

2009). The decision tree is called the M5P model tree (Quinlan, 1992; Wang and
Witten, 1997). Mbis an adaptation of a regression tree algorithm; it uses a more
computationallyefficient strategy to construct piecewise linear models, compared to
other regression trees (Loh, 20,li¢cause it forms a piecewise constant tree first and
then fits a linearegression model to the data in each leaf node. \&lsikaproduces

thereportof classificatiorwhich includeghe probability of each targetass

Support Vector Machine (SVM) with an extension of sequential minimal
optimization algorithm for trainingvas another option for performing classification
on this dataset, the performze of the selected classifier is very close to SVM as it is
reported in Figuré.8 and Tablet.1. Although, training timethetime spentto build
the model, is much longer.-Kearest Neighbours also teted KNN K=3 (3NN).

The regression approach alowgh the decision tree model proved to be a better fit
because for big data, training for numerous subjects with SVM is not time efficient,

the same goes to very long testiimge in KNN which has lower performance too.

Table4.1 F-measure, training and testing time, for subject 2.
Posture
Classifier F-measure Time-train (s) Time-test (S)
M5P 0.83 3 B9 026
SVM 0.83 2148 0.22
3NN 0.8 0.01 2386
Gesture
M5P 0.85 9 B2 091
SVM 0.86 3704 138
3NN 08 3 0.01 283
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Figure4.8 Average Fmeasure for each target class of all subjects fm\@
posture and @ow) gestue, M5P (via regression), SVM and 3NN.

After some try and errors for choosing sensor sets, it is decided to use IMUs
on the jacket and shoes and ignore accelerometers. For objects, the direction of gravity
also provides similar information as gyroscopesses and has no benefit. Therefore,
for all activity recognitions, they are not part of the training data for the applied
classifiers. The performance of assemblies of sensors is elaborated in section 5.2.2. In
the case of posture, environment sensorsiar@ised for classification. For gestay
the gravitational direction of objects does not help the classifier to achieve better
recognition. For hanthovements, features from both environmental and body sensors
are used except for those mentioned abBwehandobject interactions, the gyragee

of the jacket sensors was also not used. The doors states were used but the extracted
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features from compass sensors were not beneficial for classification. Coded data for
compass and doors status is reportediferknowledge base dataset.

There are rgearches on the performance of different classifiers for HMR{
et al, 201Q Janidarmianet al, 2017) Nonetheless, because each research uses
different feature extraction methods, their results are cannoeteraized and be
applicable to the current research. For exampléamdarmiaret al, (2017)decision
tree based methods leading the worstltesn all hundreds of tested classifiers but

M5P is one of the best in current research.

4.3  Probabilistic KnowledgeDriven Methods

Knowledgedriven approach in HAR isdeveloping a set of models and
methods for garticular knowledgdased systermandlogical reasoningn it. One of
the challenges in HAR systems is uncertainty. The input information is essentially
uncertain: sensors used in activity recognition are usually powered by unreliable
batteries, data transmission is in a noisy wireless medium arsdrsemight be
displaced from their original position. Moreover, the classification methods that are
used forpredicting lowlevel activities are not perfect. In short, there is no guarantee
that whatever obtained from sensors' data is correct; howeveledhee of belief, the
probability of having correct information, is calculable.

In this phase the probalstic data, obtained in dataiven phasgwill be used
to recognize the higlevel activities When informationsuch as lowevel activities
andindoorlocatiors, is available, one popular approach is storing them in a knowledge
base like an ontology. Adt that, the knowledge base system does reasoning and infers
high-level activities.In model that proposed byishresearch, ot only the system is
dealing with probabilistic observations from sensors, which is known as ABox, the
activity recognition knowddge base is uncertain because the definition set, TBox, is
also uncertain. For example: if Alice is certaintgrgling in place x in the kitchen
taking a cup with her right hand and moving the chair with the left hand, she is

probably in fotreas htei meso i(MBORQYIl,eani ng ti
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uncertainty is modelled with probabilistic representatiomnd make use of a
probabilistic ontology to develape proposed human activity recognition knowledge

base.

Another aspect of HAR systems kgetr computing mode which can be real
time or batch processing. Rdahe systems are for applications such ey
monitoring and gaming, while batch processing is suitable for applications like
employee monitoring, on parole criminals monitoring aretival orpraxeological
studies on people behaviour. While réale HAR systems the processing time should
be aly less than or equal the performing time, and also the window size should be
small, the batch processing recognition systems must be aldeltaith a significant
amount of data came from several subjects each performed in a long time span.
Thereforescalability is one of the key challenges in these systerosriant research
amethodfor sensoibaseds propose, batch processing humartiaity recognition to
overcome these obstacles. Considering the amount of data, storing and reasoning about
the knowledge base are two critical challenges in batch processing HAR. There are
some knowledge management systems (KMS) for storing and reasabmg
conceptual knowledge bases. They are fantastic for a limited amount of data in
research labs. On the otheand, relational database management systems (RDBMS),
even though they are not designed to deal with complex knowledge structures, are
incredildy efficient. Decades of experience, billions of investments, millions of active
users have enabled them to stand manage huge databases reliably and securely. In
order to achieve scalability in this research, a procedutesignedo store activity
recognition knowledge and do reasoning about them in a relational database. There are
some research works atoring ontologies in databases, but we did not find any

research on storing probabilistic ontologies on databases.

4.3.1 Primary Information

For each subct, person, performs five sets of activity recordingbe Tirst
three activities and drillrepeated actities, are used as training set, and the system

gives some probabilistiecognitios for labels 1 to .§1-Postures 2;Right and Left
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hand movemats 4,5Right and Left hanabbject interactions €&esturg. High-level
activities are more complicated to biciently predicted by a datdriven method.
Adopting probabilistic predictiorenhances the accuraavyhile the relying on the first
choice is ot very efficient,Figure 5.3shoeshe probability of detection in different
number of candidateecognitions. The probability of having the right answer in the
first three choices, in 18 choices of gestures, is about 0.9. Beside predicting those
labels for the test set, the research proposes methods for calculating two more
properties that are ntdbelledin the datasefThe remaining labels ar@:Compass:
the direction of -probdallistis).uBboration:Tte @perfdrmadcg ( n o n
roomis dividedinto 64 rectangle regions, 8 x 8; and the system must detect which
rectangle is the current location thie person. Because of the noisy nature of indoor
tracking systems, the system makes a probabilistic guess, even theughbject
carriesfour independent tag3he chosen labels to be stored in the ontology are shown
in the blue box in Figure 4.9.

All calculated probabilisticesultsthat are obtained in th#atadriven phase
will not be used in this phase research, nevertheless, all calculsied stared in a
new probabilistic dataset that is published for public usare details in section 6.3
Because posture recognition accuracy was very highg asenonrprobabilistic
property, only the most probable choice is used. In pradtiepbservedthat hand
movements not hanebobject interactionsdo not have a significant effect dhe
recognition rate of higievel activities. It makes sense in a way that when the subject
is interaction with a cup, he is in breakfast or cleaning activitynatier he reaches
the cup or releases therefore hanabject interactionareused in this research and
hand movements are n&tigure4.9 shows thdlow of datain the knowledgedriven
phase of the researdtarts fronprobabilistic informatiorirom datadrivenphaseand

finally reaches to thaigh-level activities
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Figure4.9 Data flow diagram foknowledgedrivenphase of the researdh. blue line:Primaryinformation, probabilistic observations from
sensors,@ntologyABox); in red line: Knowledge base is definition set, assertion axia@mt(ogy TBox).
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4.3.2 Ontology Model, Population and Constraints

In the propose model of this researchthe RDF triplesinstancesstored in
three linked data piecesonstitute the foundation of the primary ontology. The
ontology is drawn using Eddya drawimg tool (Lembo et al, 2018) because the
ontology will be implemented in a relational database and we are not going to code it
in OWL, Eddy is a suitable graphical tool fthis purpose. It also guarantees the
syntactic correctness dhe design. As showrn Figure 4.10, each instace has a
unique ID and two other attributes: serial and time plus LAP (location, angle, posture)
and BHO (both handsbjects interactions) made from combining LHO, left hand, and
RHO, right hand whi c h si@matien durimyfthe ingea@.tHL. on on s
(hightlevel activities) are empty at the starting point for under investigation instances
and must be assigned during the reasoning process. For available training instances,
BHO is deterministic and HL are known; botle ananuallylabelled In theprimary
ontology, each instance (triple) represent 0.33 seconds of activity; and are independent
from other instances. After starting the process, ontology is extended: some triples are
replaced with more exact ones, assertixioras are added to the ofagy, the high
level activities are formed gradually and finally, the secondary ontology, which
contains higHevel daily activities, is developed. In other words, the samomatic
ontology populatiorprocesgPetasiset al, 2011), adding new instances concepts
to the ontology is don@ astep by step data fusion; integrsdiata starting from fine
grained independent instances dimhlly getsto an ontology of coarsgrained
activities.The stages of ontology populatiand the manual of ontologyrawingare
included in Appendix A.

Ontologies are modelling tools for the semantic web. AAA Slogan (Anyone
can say Anything about Any topic) and Open World Assumption (some statements
have not been said yet) are regular condgtiomweb data environmerfor example,
having both statements are acceptabl e: ATa
Af ghani st ano, whil e in fact ATaj Ma h al S
accepableand there is no constraint for thestriction of such datanlthe proposed
probabilistic ontology, inconsistency is acceptable too, but it is limited by probability

rules. Inconsistent statements are accepted only when the summation of probabilities
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of them is less than or equal one. Dipen word is limited to omainus the summation

of known probabilities. For example: nTaj |
and ATaj Ma h al is in Afghanistano with a |
(0.3+0.2) is O fbeingimdnywhbre thepap wdrlddpace,isil y o
(0.2+0.3). The implemented ontology must enforce this constraint. For current

ontology, for each unique instance, the summation of probabilities of LAP or BHO

must be less than or equal 1.

Figure4.10 The primary ontology, from triples coming from signal processing.
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